Segmentation and Classification of Histopathology Images for Abetting Diagnosis in Urban Bladder Cancer
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Abstract. The present study proposed an automated computer-based system, which discriminates low from high malignancy urinary bladder tumours, based on morphological and textural features come from nuclei, on microscopy tissue slides. An experienced pathologist assessed fifty six biopsy tissues from urinary bladder cancer stained with Hematoxylin and Eosin, according to the latest WHO/ISUP grading system. Thirty seven cases were categorized as low grade and nineteen as high grade. Tissue slides were digitized and images were segmented, based on a fuzzy c-means clustering algorithm, to nuclei and surrounding tissue regions. Thirty four textural and morphological features were extracted from nuclei and their values were averaged to represent the cases. Based on those features, a pattern recognition system was designed, implemented and evaluated capable of classifying the cases into low or high grade categories. The efficiency of five different classifiers and their combination in an ensemble scheme was evaluated. The proposed system achieved over 89% overall classification accuracy between low and high grade malignancy.

1 INTRODUCTION

Urinary bladder cancer is an heterogeneous disease with complex history in diagnosis. In west world, it is the forth most common malignancy for men and eighth for women [1]. In Europe and United States, it reaches 5%-10% incidence rate over all kind of malignancy of men population. The probability of occurring bladder cancer after the age of 75 is 2%-4% for men and 0.5%-1% for women [2-3]. According to the consensus of World Health Organisation and International Society of Urologic Pathologists (WHO/ISUP), bladder cancer is classified as well, moderate and poorly differentiated carcinoma, which describes low and high grade malignancy [4-5].

Digital image analysis and pattern recognition systems have been previously proposed for detecting neoplastic changes at their early stages and monitoring urinary bladder cancer progression and regression in the course of therapy management [6-9]. Those studies proposed a variety of computer-based systems and image analysis techniques, in order to characterize microscopy tissue slides of urinary bladder cancer. Chaudhuri et al. [6] and Young et al. [7], described techniques for characterizing microscopy images by modeling tissue's cell organization. Choi et al. [8] and Jarkans et al. [9] developed computer-based systems taking into account morphological and textural features. Numerous studies [10-17] concluded that nuclei features, like shape, area or texture, exhibit high diagnostic value. Consequently, nuclei segmentation and feature extraction is a crucial step in those systems. Several studies have proposed different algorithms for image segmentation and nuclei extraction. Some of those used threshold methods [8,12], while others applied pixel-based pattern recognition techniques [18,19]. Spyridonos et al. [19], proposed a system, based on Artificial Neural Network for both segmentation and classification. More recently, Glotsos et al. [20] performed image segmentation by combining Support Vector Machine Clustering and Active Contour models.

In the present study, a pattern recognition system is proposed for classification of urinary bladder cancer in low and high grade malignancy. An efficient method for nuclei segmentation is proposed based on a fuzzy c-means clustering algorithm and five different classifiers, which were tested and combined in an ensemble multi-classifier scheme. Moreover, the system was evaluated for its performance in unseen data.
2 MATERIALS AND METHODS

Fifty six (56) tissue sections of bladder cancer were collected from the Department of Pathology, University Hospital of Patras, Greece. Tissue samples were formalin fixed, paraffin embedded and were stained with Hematoxylin-Eosin. All cases were assessed for their histological tumour grade (low-high) by an experienced pathologist (P.R.), according to the WHO/ISUP grading system. All tissues slides were digitized in 562x766x8bit resolution by a Zeiss KF2 microscope with an Ikegami video camera attached on it.

2.1 Segmentation

The aim of segmentation was to distinguish nuclei from the surround tissue (background). Digitized images (Figure 1a) were firstly converted to greyscale format (Figure 1b), since the present work did not account for the colour information. A Gaussian filter \((\sigma=0.5, \text{size: } 7\times7)\), was applied to reduce noise effect on the image (Figure 1c). Then, image segmentation was performed by a fuzzy c-means (FCM) clustering algorithm, indicating that there are 3 different variations (\(c=3\) clusters) of greyscale, which resulted in a binary image (Figure 1d), where background appeared in black and nuclei in white colour. FCM is a method of clustering, which allows a particular pixel to belong to one or more clusters with different degree (fuzziness) \([21,22]\). It is based on minimization of the following objective function (eq. 1):

\[
J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^m \|x_j - c_j\|^2, \quad 1 \leq m < \infty
\]

where \(m\) is any real number greater than 1, \(u_{ij}\) is the degree of membership of \(x_i\) in the cluster \(j\), \(x_i\) is the \(i\)th of \(d\)-dimensional measured data, \(c_j\) is the \(d\)-dimension center of the cluster, and \(\|x\|\) is any norm expressing the similarity between any measured data and the center. Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership \(u_{ij}\) and the cluster centers \(c_j\) by equations 2 and 3 respectively.

\[
u_{ij} = \frac{1}{\sum_{k=1}^{C} \left(\frac{\|x_i - c_k\|}{\|x_i - c_j\|}\right)^{m-1}}
\]

(2)

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^m \cdot x_i}{\sum_{i=1}^{N} u_{ij}^m}
\]

(3)

Algorithm terminates when equation 4 is satisfied:

\[
\|J_{m+1} - J_m\| < \varepsilon
\]

(4)
2.2 Feature extraction

Thirty four (34) morphological and textural features were computed from the nuclei. Table 1 presents the ten (10) morphological features extracted \[^{[23]}\]. Table 2 shows the four (4) features based on nuclei histogram, five textural features computed by the co-occurrence matrix \[^{[24]}\] and the five features calculated by the run-length matrix \[^{[25]}\]. For the ten textural features four orientations were accounted (0°, 45°, 90°, and 135°) and the average and range was calculated leading to eighteen (20) textural features. Each case was represented by one to three
images. For each image an average of 60 nuclei were segmented. Thus, the mean value of each feature was computed from all the available nuclei for each case.

The discriminatory power of each feature was assessed by the Wilcoxon statistical test \cite{26}. Thus, only those features that appeared significant statistically differences \((p<0.01)\), between low and high grade cases, were further accounting for the design of the proposed system.

<table>
<thead>
<tr>
<th>Morphological features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
</tr>
<tr>
<td>Orientation</td>
</tr>
<tr>
<td>Perimeter</td>
</tr>
<tr>
<td>Solidity</td>
</tr>
<tr>
<td>Convex Area</td>
</tr>
</tbody>
</table>

Table 1. Morphological features computed from nuclei.

<table>
<thead>
<tr>
<th>Textural features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image histogram</td>
</tr>
<tr>
<td>Mean Value</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
<tr>
<td>Entropy</td>
</tr>
</tbody>
</table>

Table 2. Textural features computed from nuclei.

2.3 System design and evaluation

Five different classifiers namely the Linear Discriminant Analysis (LDA) \cite{27}, the Naive Bayes \cite{27}, the k-Nearest Neighbor (k-NN) \cite{27}, the Support Vector Machine (SVM) \cite{27}, and the Probability Neural Network (PNN) \cite{28} were tested for their classification accuracy, sensitivity (prediction of high grade cases accuracy), and specificity (prediction of low grade cases accuracy) in categorizing the cases as low or high grade. Those classifiers were also combined in an ensemble multi-classifier scheme, taking as decision the majority rule. For each classifier, the best feature combination was found by exhaustively search. The system evaluation was performed by applying the Leave One Out (LOO) method. System’s generalization performance to unseen data was evaluated by the External Cross Validation method (ECV) \cite{27}, where the 70\% of the cases were used for the system design (finding the best feature combination by LOO method) and the rest 30\% were used for system evaluation.

3 RESULTS AND DISCUSSION

The proposed segmentation technique achieved 80\%-85\% extraction of all nuclei, and required only 19 seconds for each image to execute. Six morphological (Area, Perimeter, Solidity, Convex Area, Diameter and Length of Major Axis) and four textural features (Mean Value, Skewness, Correlation and RLNU) were found having statistically significant differences \((p<0.001)\) between low and high grade cases.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-nn</td>
<td>87.5</td>
<td>68.4</td>
<td>94.5</td>
</tr>
<tr>
<td>Bayesian</td>
<td>87.5</td>
<td>73.6</td>
<td>94.5</td>
</tr>
<tr>
<td>SVM</td>
<td>85.7</td>
<td>63.1</td>
<td>97.3</td>
</tr>
<tr>
<td>LDA</td>
<td>91</td>
<td>78.9</td>
<td>97.3</td>
</tr>
<tr>
<td>PNN</td>
<td>91</td>
<td>78.9</td>
<td>97.3</td>
</tr>
</tbody>
</table>

Table 3. Performance evaluation with the LOO method
Table 3 shows the classifiers performance in terms of the overall accuracy, sensitivity and specificity when the system was evaluated by the LOO method. LDA and PNN classifiers have scored 91% overall accuracy, characterizing correctly the 51 of 56 cases.

The sensitivity of both the LDA and PNN classifiers was 78.9%, which means that 4 of the 19 high grade patterns were misclassified. The specificity was measured 97.3%, which means that only one from 37 low grade cases was misclassified. The optimum features combination, which gave the maximum overall classification accuracy, was the Diameter, the Mean Value, the Skewness, and the RLNU for the LDA classifier, and the Convex Area and the Diameter for the PNN classifier.

The ensemble multi-classifier scheme achieved 91% overall accuracy when the classifiers were combined by 3. The PNN classifier was participated in all three combinations that gave the maximum performance.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-nn</td>
<td>86.1</td>
<td>66.6</td>
<td>95.8</td>
</tr>
<tr>
<td>Bayesian</td>
<td>87.5</td>
<td>75</td>
<td>93.7</td>
</tr>
<tr>
<td>SVM</td>
<td>87.4</td>
<td>66.6</td>
<td>97.9</td>
</tr>
<tr>
<td>LDA</td>
<td>88.8</td>
<td>75</td>
<td>95.8</td>
</tr>
<tr>
<td>PNN</td>
<td>68</td>
<td>45</td>
<td>79.1</td>
</tr>
</tbody>
</table>

Table 4. System’s generalization ability employing the ECV method.

Table 4 shows the generalization performance of the examined classifiers when the ECV method was employed. After ten randomly split of our data (in training and test sets) for ECV evaluation, the LDA classifier achieved a mean overall accuracy of 88.8%. The Solidity and Convex Area were found the most frequently appearing features among the ten best-feature-combinations of the ECV method. The specificity of the system in identifying low grade cases was remarkable and came up to 95.8% in average. Our results indicate that the proposed pattern recognition system may be of value, as a second opinion tool to the physician’s diagnosis in categorizing low and high grade urinary bladder tumours.
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